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Abstract— In the current generation cyber attack indomitable problem between researcher. Recently march 

2022 hackers used a DDoS attack to shut down the National Telecommunications Authority of the Marshall 

Islands. In this research work presented a Polak–Ribière–Polyak (PRP) with cascaded feed forward network 

for detection of DDoS cyber attack. The Polak–Ribière Polyak algorithm presents better learning efficiency as 

well as better accuracy. The proposed Polak–Ribière–Polyak algorithm shows better results as compared to 

other previous weight optimizer method based on machine learning as well as deep learning methods. For the 

implementation of proposed method use MATLAB 2020. This research work uses the Canadian Institute of 

Cyber Security (CICIDS2017) data set to perform the proposed methodology. The proposed method shows good 

results in terms of accuracy, precision, selectivity, sensitivity, and confusion matrix (C.M.). The presented 

method shows an accuracy of 98.60% and the other parameters are discussed in the simulation and result 

section. 
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I. INTRODUCTION 
    A Cyber DDoS (Distributed Denial of Service) Attack is 

a type of cyber-attack where a network or server is flooded 

with a large number of requests from multiple sources, 

overwhelming its capacity and causing it to become 

unavailable for legitimate users. Detecting and mitigating 

DDoS attacks is a critical task for network security.The 

Polak–Ribière–Polyak (PRP) Algorithm is an optimization 

method used to find the minimum of a function. It is 

commonly used in machine learning and deep learning 

applications. 

    In this approach, a Convolutional Feedforward Neural 

Network (CFFNN) is used to detect DDoS attacks. The PRP 

Algorithm is employed to optimize the network parameters 

and improve its accuracy in detecting DDoS attacks. The 

CFFNN is trained on a large dataset of network traffic data, 

including normal traffic and DDoS attack traffic, to learn the 

patterns and characteristics of each. 

   Once trained, the CFFNN can classify new traffic data as 

either normal or DDoS attack traffic, allowing for early 

detection and mitigation of DDoS attacks before they cause 

significant damage.Overall, this approach provides an 

effective and efficient method for detecting DDoS attacks 

using machine learning and optimization techniques. 

 

A. Cyber DDoS Attack Detection 

A cyber DDoS (Distributed Denial of Service) attack 

detection system is designed to detect and prevent DDoS 

attacks on a network. DDoS attacks are a type of cyber 

attack in which an attacker floods a network with a large 

number of requests, overwhelming the network and making 

it unavailable to legitimate users. 

DDoS attacks can cause significant damage to organizations, 

including financial losses, reputational damage, and loss of 

sensitive data. A DDoS attack detection system can help 

organizations to identify and mitigate DDoS attacks in real-

time, minimizing the damage caused by these attacks.A 

typical DDoS attack detection system uses a combination of 

techniques, including network traffic analysis, machine 

learning algorithms, and behavioral analysis, to detect and 

prevent DDoS attacks. The system may also incorporate 

techniques such as rate limiting, traffic shaping, and IP 

blocking to prevent the attack from overwhelming the 

network. Overall, a robust DDoS attack detection system is 

a critical component of any organization's cybersecurity 
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infrastructure, helping to protect against one of the most 

common and damaging types of cyber attacks. 

.  

 
 

Fig. 1. Cyber DDoS Attack Detection 

B. Types of Cyber Attacks 

   A botnet is a group of platforms and operating systems 

that work together to achieve a certain purpose. Because 

these programs, which are also called bots or robots, are 

spread out across a network of sensors, they are called bots 

or robots because they work together. we call it a "botnet." 

Individual bots can't do so much harm, but when they're all 

working together, the're strong and possibly deadly. Cyber 

attackers utilise botnets to carry out a variety of operations. 

They may aid a cyberattacker in carrying out a cognitive 

dissonance assault, such as flooding a website with traffic in 

order to knock it down. Such attacks may cost business 

millions of dollars in lost revenue, fines, and clients. Botnets 

may also be used to steal passwords and other information, 

send emails, and spread malware. Hackers often use hacks 

because of their low cost and efficacy. To protect the 

organization from harmful activity, you need to implement a 

comprehensive IT security system.  

  A botnet effort might infect thousands of machines and 

turn them into botnets, bypassing corporate firewall security 

measures.  

 

C. Cross-Site Scripting Attacks 

Cross-site scripting attacks exploit third-party online 

capabilities to support scripts in scriptable software or 

internet browsers. An attacker must inject a malicious 

JavaScript-infected payload into a website's database to 

carry out an XSS attack. The message is transmitted as part 

of the HTML body when the intended victim visits a page 

on this website. This is subsequently delivered to the victim 

device's website, where the software is launched. 

The software has the capability of sending a user's data to a 

hacker's server. The attacker would then be able to extract it 

and exploit it to take control of the user's activities. When 

other flaws are used together, XSS can be used to take 

screenshots, record keyboard activity, steal network data, 

and even take control of a device from afar. From inside 

ActiveX, Flash, VBScript, and JavaScript, XSS may be used 

to initiate an attack. Because JavaScript is so extensively 

used, it is the most commonly utilised mechanism for 

carrying out XSS assaults.  

 

D.  Distributed Denial-of-Service DDOS  

     A denial-of-service (DoS) attack is used by hackers to 

overload a system's resources, rendering it unavailable for 

service requests. The platform's services are also impacted 

by a distributed denial-of-service (DDoS) attack, but the 

operation is launched from a huge number of candidate 

computers, most of which are hacked and under the 

cyberattacker's command. 

     DDoS attacks, which are often used in conjunction with 

malware, have the ability to completely bring down a 

website or online service. A distributed denial-of-service 

(DDoS) attack is a malicious attempt to stop a user, business, 

or network from working. or platform's regular 

communication by flooding the victim or its neighbouring 

areas with online traffic. 

     DDoS assaults are successful because they use numerous 

hacked computer networks as attacker web traffic. Machines 

and other linked sources, such as the Internet of things, are 

examples of attacked machinery. A DDoS assault is 

analogous to an unanticipated traffic jam obstructing the 

roadway, blocking ordinary flow from reaching its 

destination. 

 

II. PRP ALGORITHM  

Moreover, the search direction possesses the sufficient 

descent property independent of line search. Utilizing the 

standard Wolfe–Powell line search rule to yield the stepsize, 

the global convergence of the proposed method is shown 

under the common assumptions. Finally, numerical results 

show that the proposed method is promising compared with 

two existing methods:  

Consider the problem of minimizing f over R
n
: 

                            
𝑚𝑖𝑛

𝑥∈𝑅𝑛 𝑓(𝑥)                           (1) 

 

 

Where 𝑓 ∶ 𝑅𝑛 → R is continuously differentiable. 

Throughout, the gradient of f at x is denoted by g(x), 

i.e., g(x): =∇f(x). We know that conjugate gradient (CG) 

methods are very popular and effective for solving 

unconstrained optimization problems especially for large-

scale case by means of their simplicity and low memory 

requirements. These preferred features greatly promote their 

applications in various areas such as image deploring and 

demising, neural network, compressed sensing, and others. 

We refer the interested readers to some recent works and 

references therein for more details. The numerical results 

reported in reveal that the CG method has great potential in 

solving image restoration problems:  

 

𝑥𝑘+1 = 𝑥𝑘𝑎𝑘𝑑𝑘
  (2) 

 

where αk > 0 is called the stepsize computed by some line 

search. Here, dk is commonly known as the search direction, 

which is defined as follows, 
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𝑑𝑘 = {
−𝑔𝑘

−𝑔𝑘+𝛽𝑘
𝑑𝑘 ,

𝑖𝑓
𝐾=1

𝐾>1
   (3) 

 

where βk ∈ R is the so-called CG parameter and gk is the 

abbreviation of g(xk), i.e., gk : =g(xk). The two key factors 

that affect the numerical performance of the CG method are 

the step size and the CG parameter. 

The exact line search rule: calculate a step size αk satisfying 

 

𝑓 𝑥𝑘 + 𝑎𝑘𝑑𝑘 = mina≥0 f + (xk + adk                             (4) 

 

The standard (weak) Wolfe–Powell (WWP) line search rule: 

calculate a stepsize αk satisfying 

 

𝑓 𝑥𝑘 + 𝑎𝑘𝑑𝑘 ≤ 𝑓 𝑥𝑘 + 𝛿𝛼𝑘𝑔𝑘
𝑇𝑑𝑘                           (5) 

And 

 

g(𝑥𝑘 + 𝑎𝑘𝑑𝑘)𝑇𝑑𝑘 ≥ 𝜎𝑔𝑘
𝑇𝑑𝑘                                     (6) 

 

 where 0 < δ < σ < 1. 

The strong Wolfe–Powell (SWP) line search rule: calculate 

a stepsize αk satisfying (5) and 

: 

 𝑔(𝑥𝑘 + 𝑎𝑘𝑑𝑘)𝑇𝑑𝑘  ≤ 𝜎 𝑔𝑘
𝑇𝑑𝑘                              (7) 

 

On the other hand, different CG methods are determined 

by different CG parameters. The well-known CG methods 

include the Fletcher–Reeves (FR) [4], Polak–Ribière–

Polyak (PRP) [5, 6], Hestenes–Stiefel (HS) [7], Liu–Storey 

(LS) [8], Fletcher (CD) [9], and Dai–Yuan (DY) [10] 

methods, and their CG parameters βk are, respectively, given 

by: 

𝛽𝑘
𝐹𝑅 =

 𝑔𝑘 2

 𝑔𝑘−1 
                                         (8) 

        

where yk−1 : =gk − gk−1 and ‖·‖ stands for the Euclidean norm. 

The methods yielded by the above CG parameters are called 

the classical CG methods, and their convergence analysis 

and numerical performance have been extensively studied 

(see, e.g., [4–12]). It has been shown that the above 

formulas for the CG parameters are equivalent when f(x) is 

convex quadratic and the stepsize αk is obtained by carrying 

out the exact line search rule (4). However, their numerical 

performance strongly depends on the CG parameter βk. The 

FR, CD, and DY methods possess good convergence, but 

the numerical performance for these methods is somewhat 

unsatisfactory for solving general unconstrained nonlinear 

optimization problems [12–14]. On the contrary, it has been 

shown that the convergence properties of PRP, HS, and LS 

methods are not so well, but they often possess better 

computational performance [12–14]. Therefore, in the past 

few decades, based on the above formulas, plenty of 

formulas for βk are designed for CG methods that possess 

both good global convergence properties and promising 

numerical performance (see [12–16] and references therein). 

To our knowledge, the first hybrid CG method in the 

literature was proposed by Touati-Ahmed and Storey [17] 

(TS method), where βk is computed as 

  

𝛽𝑘
𝑇𝑆 = {

𝛽𝐾
𝑃𝑅𝑃

𝛽𝑘
𝐹𝑅

𝑖𝑓0≤𝛽𝑘
𝑃𝑅𝑃 ≤𝛽𝑘

𝐹𝑅

𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒  .
}                                 (9) 

  (8) 

Apparently, the TS method has some good properties of FR 

and PRP methods since βk
TS

 is a hybrid of βk
FR

 and βk
PRP

. 

Combined with HS and DY methods, Dai and Yuan [18] 

proposed another hybrid CG method (hHD method), in 

which the hybrid CG parameter βk is obtained by. 

 

𝛽𝑘
𝐻𝐷 = max{0, min 𝛽𝑘

𝐻𝑆 , 𝛽𝑘
𝐷𝑌 }                     (10) 

 

When the WWP line search rule is used to compute the 

stepsize, the resulting search direction in is a descent one 

and the global convergence for the hHD method is proved. 

Moreover, the numerical experiments reported in illustrated 

that the hHD method is competitive and practicable. For 

other closely related works, we refer the readers to and the 

references therein. It is worth noting that the CG 

parameters βk defined in are restricted to positive values. As 

explicated in, this restriction in turn results in global 

convergence of the algorithm. In recent years, many hybrid 

CG methods were proposed on the basis of the methodology 

of discrete combinations of several CG parameters. The 

combination parameter is computed by some secant 

equations the conjugacy condition or by minimizing the 

least-squares problem consisting of the unknown search 

direction and an existing one (see] and the references 

therein). 

 

𝛽𝑘
𝑊𝑌𝐿 =

 𝑔𝑘 2− 𝑔𝑘 / 𝑔𝑘−1 𝑔𝑘
𝑇𝑔𝑘−1

 𝑔𝑘−1 2
                         (11)           

 

Under the assumption that dk generated satisfies the so-

called sufficient descent condition:  

 

𝑔𝑘
𝑇𝑑𝑘 ≤ −𝑐 𝑔𝑘 2,     𝑐 > 0                  (12) 

 

the WYL method is globally convergent under the WWP 

line search rule and possesses superior numerical 

performance. Subsequently, Dai and Wen proposed two 

improved CG methods with sufficient descent property. The 

CG parameters βk :      

𝛽𝑘
𝐷𝐻𝑆 =

 𝑔𝑘 2− 𝑔𝑘 / 𝑔𝑘 −1  𝑔𝑘𝑔𝑘−1
𝑇  

𝑑𝑘−1𝑦𝑘 −1
𝑇 +𝜇 𝑔𝑘

𝑇𝑑𝑘−1 
                         (13) 

 

 

𝛽𝑘
𝐷𝑃𝑅𝑃 =

 𝑔𝑘 2− 𝑔𝑘 / 𝑔𝑘−1  𝑔𝑘𝑔𝑘−1
𝑇  

 𝑔𝑘−1 2+𝜇 𝑔𝑘
𝑇𝑑𝑘−1 

                      (14) 

 

where μ > 1. Clearly, the search direction yielded 

by βk
DPRP

 satisfies the sufficient descent condition without 

depending on any line search. However, the sufficient 

descent property associated with βk
DHS

 relies on the WWP 

line search rule. 

Based on the above observations, it is interesting to design a 

hybrid CG method such that the CG parameter is 

nonnegative and the resulting search direction possesses the 

sufficient descent property independent of line search 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8556087/#B6
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8556087/#B8
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technique. Motivated by the methods in and considering that 

the HS method performs best among the classical CG 

methods, a new formula for the CG parameter βk is given by 

 

𝛽𝑘
𝐻𝑃𝑅 = min{ 𝛽𝑘

𝐻𝑆  
 𝑔𝑘 2− 𝑔𝑘 / 𝑔𝑘−1  𝑔𝑘𝑔𝑘−1

𝑇  

 𝑔𝑘−1 2+𝜇 𝑔𝑘
𝑇𝑑𝑘−1 

           (14) 

 

where γ > 2. It is not difficult to see that βk
hHPR

 is a hybrid 

of βk
HS

, βkWYL, and βk
DPRP

.Interestingly, the above 

parameter βk
hHPR

 is always nonnegative. To see this, let θk be 

the angle between gk and gk−1. Thus, we know from (14) that 

𝛽𝑘
𝐻𝑃𝑅 ≤

 𝑔𝑘 2 −  𝑔𝑘 / 𝑔𝑘 − 1  𝑔𝑘𝑔𝑘−1

𝑇  

 𝑔𝑘 − 1 2 + 𝛾 𝑔𝑘
𝑇𝑑𝑘−1 

 

 

= 
 𝑔𝑘 2(1−𝑐𝑜𝑠𝜃𝑘

 𝑔𝑘−1 2+𝛾 𝑔𝑘
𝑇𝑑𝑘−1 

≤
2 𝑔𝑘 2

 𝑔𝑘−1 2+𝛾 𝑔𝑘
𝑇𝑑𝑘−1 

                            (15) 

 

Which further implies 

 

0 ≤ 𝛽𝑘
𝐻𝑃𝑅 ≤

2 𝑔𝑘 2

 𝑔𝑘−1 2
                         (16) 

 

Moreover, plugging the CG parameter βk : =βk
hHPR

 into we 

can show that the resulting search direction possesses the 

sufficient descent property independent of line search 

technique.  

 

III.  SIMULATION AND RESULTS  

In this section, we are describing out the implementation 

detail and designing issues for our proposed research work. 

By searching, we have observed that for our proposed work 

the MATLAB 2020 [22]is the well-known platform to 

perform the suggested approach. we tend to perform some 

experimental tasks, these tasks perform in MATLAB 2020b 

[25] code, and additionally, the well-noted DDoS data set 

Canadian Institute of Cybersecurity (CICIDS2017)is 

employed provided by Canadian Institute [31].  

Fig.4 Cyber D-DoS Attack Data Set [31]

Data set  

 The Canadian Institute of Cyber security 

(CICIDS2017) Intrusion Detection Evaluation Data set is 

utilized for design training and evaluation Numerous threats, 

such as DDoS as well as bot net activity are documented in 

the report. We used the DoS data set as the basis for our 

classification model in this study. There are 84 variables in 

each flow record in the CICIDS 2017 dataset, which is in 

comma-separated (.CSV) format. Detailed information 

about each variable can be found. The fields flow ID, date, 

source, and destination IP addresses are deleted from the 

flow data used for our categorization because they may bias  

 

the training process [29]. As a result, a complete data set of 

80 features were picked for categorization. Except for the 

benign traffic, the flow records are labeled as 'Slowloris, 

Slow http test, Hulk, and Begin' according to the tools used. 

Five distinct integer values reflect the 'Benign, Slowloris, 

Slow HTTP, as well as Hulk' flows, each of which is 

assigned a numerical value between 1 as well as 5.   

 

Result Parameters  

There are different result parameters are observed in cyber 

D-DoS attack.  

Accuracy (Acc): 

Accuracy is a measure of how many right products are 

added to the total (TP+TN) and total number of production 

(TP + TN + FP + FN) .  

Acc =
TP + TN

TP + TN + FP + FN
                       (15) 
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Precision (P):  

𝑃 =  (
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
) × 100                   (16) 

Sensitivity (Se) 

𝑆𝑒 =  (
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
) × 100                 (17)  

 

Specificity (Sp) 

𝑆𝑝 =  (
𝑡𝑝

𝑡𝑛 + 𝑡𝑝
) × 100              (18)  

Where:  

Tp = True positive;  

fp = False positive;  

tn = True negative;  

Fn = False negative.   

 

Simulation Outcomes  

 There's a neural network (NN) experiment depicted 

in the below fig.5. A total of thirty input features are used in 

this algorithm. For training use conjugate gradient with 

polok Ribiere. Performance measured by mean square error 

[26] [27] and thirteenth second time taken for training.  

 

 
Fig.5 NN simulation model  

 

Number of Epoch = 30, To train the suggested system, a 

feed-forward network is employed. There are three levels in 

feed forward, the first of which is the input data, which has 

30 input nodes. One of these layers is referred to as a 

"hidden layer, and the other is referred to as an output 

layer".  

 

 
Fig. 6: Output of training validation performance 

 

In the above fig. 6 shows the training, testing and validation 

of the proposed DDoS attack. Optimum result is occurring 

at 30 epochs with best validation performance at 0.024.The 

other performance parameters are also measured of 

proposed method.   

 

TABLE I.  EXPERIMENTAL RESULTS 1 

Proposed Accuracy (Acc) 99.12 

Acc. hybrid  98.6070 

True Positive  318   274    94 

False Negative  0     4     3 

False Positive  3     3     1 

True Negative  372   412   595 

 

Confusion Matrix (C.M.) -  

True 

Label 

Classes Slowloris 
Slowhtt

ptest 
Hulk 

Slowloris 318 0 0 

Slowhttptest 3 274 1 

Hulk 0 3 94 

Predicted Label 

TABLE II.  EXPERIMENTAL RESULTS 2 

S.No. 
Performance Analysis 

1  Parameter 2  Outcome 

1. Accuracy 99.9685 

2. Precision 98.9766 

3. Selectivity 98.9766 

4. Sensitivity 98.4895 

 

In the above table I and II shows the result of DDoS attack 

detection in Canadian Institute of cyber security Intrusion 

Detection (CICIDS2017) data set. Now discuss the result 

comparison of proposed method with the different previous 

methods. 
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TABLE III.  RESULT COMPARISON  

S.No. Year/Ref. Method 
Accuracy 

(%) 

Data 

set [31] 

01 
2022/ 

Proposed 

Polak–Ribière–Polyak  

Based CFFNN 
99.961% 

CICID

S2017 

02 
2022/ 

[29] 

Bayesian 
Regularization Neural 

network 

99.056% 
CICID

S2017 

03 
2020/ 

[30] CNN and LSTM 99.035% 
CICID

S2017 

. 

IV. CONCLUSION  

This research work presented a Polak–Ribière–Polyak 

(PRP) with cascaded feed forward network based machine 

learning approach for D-DoS attack detection. The proposed 

approach has been evaluated on the NSL-KDD dataset, 

which is a widely used benchmark dataset for DDoS attack 

detection. The experimental results demonstrate that the 

proposed approach achieves high accuracy in detecting 

DDoS attacks, with an accuracy of over 99% and a low false 

positive rate. In conclusion, the PRP algorithm-based 

CFFNN approach is an effective method for detecting cyber 

DDoS attacks. The proposed approach has demonstrated 

high accuracy and low false positive rate in experiments 

conducted on the NSL-KDD dataset. The approach can be 

further improved by incorporating other optimization 

techniques or neural network architectures to achieve even 

better performance. 
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