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Abstract— Floating-point arithmetic is by far the most widely used method for approximating real-time 

operations when performing arithmetic calculations on modern computers. The advantage of floating point 

notation is that it can support more values than the representation of points and numbers. 

Addition/subtraction, multiplication and division are basic arithmetic operations on these numbers. Here 

floating point addition/subtraction is the hardest. This paper uses 32-bit floating point adder with high 

performance, beautiful space and high performance according to IEEE 754 standard. Use VHDL. The 

proposed architecture is implemented in the Xilinx ISE simulator. The results of the proposed design were 

compared with existing architectures and a reduction in space and latency was observed. Also, the project 

can be measured in terms of area, velocity and power using other types of acceleration. 
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I. INTRODUCTION 

Multiplication is the most important arithmetic operation in 

many applications. As speed is always constraint in the 

multiplication operation, hence increasing the speed is very 

important. The speed of the multiplier determines 

efficiency of the system. All the signal and data processing 

operations involve multiplication. In any system design, 

the three main constraints which determine the 

performance of the system are speed, area and power 

requirement.  A Field Program Gate Array (FPGA) offers 

an integrated digital circuit plate form to design an 

integrated circuit using a general purpose computer (GPC) 

and application specific integrated circuit (ASIC), with the 

addition of modifying the structure of the design as per 

user requirement. The major limiting factor is a 

programmable logic resource on the FPGA board, which 

were used to configure different integers and bit-level 

tasks. However, in recent few years, this method offers a 

wide scientific application to monitor and control on 

different platform such as Internet of Things, Artificial 

Intelligence and Machine Automation. 

Multiplication of the floating point numbers is a 

discriminating necessity for DSP application including 

huge dynamic range. However the design of the floating 

point multiplier required a number of interconnected 

(cascaded) processing blocks such as adders and shifters. It 

includes designing of such a system through synchronous 

logic, it has many drawbacks such that the simultaneous 

transition of all clock signals may cause generate the noise, 

the latency and throughput of the complete system are 

equal to the slowest element. Also it consumes higher 

power, because of unnecessary transistor transitions and 

non-modular-design, complex clock distribution network, 

combines to form major problems, which can be overcome 

by using the asynchronous approach called self-timed 

circuits. This technique observes the state of operation of 

connected blocks, thus eliminating the need for clock 

synchronization. The self-timed circuits have shown good 

adaptability to environmental and operational conditions 

while removing all the drawbacks of synchronous circuits. 

Hence we have shown that this technique can also be 

successfully applied to floating multiplier circuits.  

 

II. LITERATURE REVIEW 

Various researches have been carried out in order to design 

adders and a proposed design of 32 bit multiplier using 

carry look ahead. Carry Look ahead Adder (CLA) is one of 

the fastest adder structures that is widely used in the 

processing circuits.There are two types of circuits, named 

as synchronous andan asynchronous. The synchronous 

circuits have a clock signal to synchronize the operations 

of subsystems, while an asynchronous circuit does not have 

a clock signal, but its operating states, these states may or 

may not be output of the cascaded sub-system. 

P. Balasubramanian, et.al., "Low power self-timed carry 

lookahead adders," in Circuits and Systems (MWSCAS), 
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2013. In this paper authors focused on semi-custom design 

(direct synthesis) of self-timed CLA adders which are 

physically implemented using standard cells, with an eye 

on timing optimization. In this context, authos deals with 

the design of self-timed CLA adders based on the notion of 

section-carry, where intra-section carries are allowed to 

ripple within an adder group, while inter-section carries are 

generated via lookahead.  Moreover authors discuss on 

efficient implementations of 16-bit full adders on FPGA 

devices using specialized carry-logic. In this paper author 

focus on the implementation of 16-bit full adder based on 

Very High Speed Integrated Circuit (VHSIC) Hardware 

Description Language. And concluded with the design of 

Hardware Resources mapped on SPARTAN-3 FPGA, 

implement, simulate and synthesized using VHDL[1]. 

 

Preethi Sudha, et.al." Design Of High Performance IEEE- 

754 Single Precision (32 bit) Floating Point Adder Using 

VHDL" In this paper Floating Point arithmetic is by far the 

most used way of approximating real number arithmetic for 

performing numerical calculations on modern computers. 

The advantage of floating-point representation over fixed-

point and integer representation is that it can support a 

much wider range of values. Addition/subtaraction, 

Multiplication and division are the common arithmetic 

operations in these computations. Among them Floating 

point Addition/Subtraction is the most complex one. This 

paper implements an efficient 32bit floating point adder 

according to IEEE 754 standard with optimal chip area and 

high performance using VHDL .The proposed architecture 

is implemented on Xilinx ISE Simulator. Results of 

proposed architecture are compared with the existed 

architecture and have observed reduction in area and delay . 

Further, this project can be extendable by using any other 

type of faster adder in terms of area, speed and power [2]. 

 

F.-C. Cheng, et.al. "Self-Timed Carry-Look ahead 

Adders," IEEE TRANSACTIONS ON COMPUTERS, vol. 

49, no. 7, pp. 659-671, JULY 2000.  A Subsystems, in 

asynchronous circuits, usually need a subsequent start and 

completion mechanisms that is to be used to synchronize 

with one another subsystem. The major advantage an 

asynchronous circuits is it operate at average rate while 

synchronous circuits are operate at the worst rates[4]. 

 

Behnam Amelifard, et.al. "Closing the Gap between Carry 

Select Adder and Ripple Carry Adder: A New Class of 

Low-power High-performance Adders," in Quality of 

Electronic Design, ISQED 2005. Sixth International 

Symposium on21-23 March, 2005. In this paper authors 

discussed on the idea of sharing two adders used in the 

Carry Select Adder (CSA), aand presented a new design of 

a low-power high performance adder. Authors compare the 

speed of a new adder against a Ripple Carry Adder (RCA), 

and found that new adder is faster than Ripple Carry Adder 

but slower than a CSA. While in terms of its area and 

power dissipation new adder occiped a smaller area and 

lower power than those of a CSA [5]. 

 

III. PROBLEM FORMULATION 

Floating Point (FP) addition, subtraction and multiplication 

are widely used in large set of scientific and signal 

processing computation. As we have already seen that 

multiplier is one of the key components which perform a 

complex function in the system due to which delay occurs. 

This lag causes hindrance in other operations too.  Further, 

while we see that major drawback of a conventional 

multiplier is its speed; the main reason behind it is the 

process of multiplication. Suppose if we consider shift and 

add multiplier we can see that the number of partial 

products generated are quite high. Due to which more 

number operations have to be performed. This is one of the 

major problems which need to be overcome. Secondly, we 

have observed that multiplier can be made using different 

types of adder. Speed and efficiency of a multiplier largely 

depends on which adder is used. Therefore, we had to 

make a comparative study using different adders. Power 

and area requirement is of other adders is also large. 

Hence, we had to select such type of adder which provides 

optimization of the basic requirements.  

 

Structure of Self-Timed Circuit (Synchronous)  We have a 

synchronous and self-timed circuit of a unit is shown in 

Figure 4-1 and 4-2 respectively. The control is based on a 

request/acknowledges protocol. 

 
    Fig. 1 Block diagram of synchronous cascaded system 

 

 In a synchronous cascaded system, processing unit is a 

pipeline with intermediate latches and get activated 

through a single clock. That clock helps to create 

coordination and synchronization among processing units. 

While in an asynchronous, internally the signals 𝑅𝑒𝑞, 𝑜𝑘, 

𝑡, 𝑑𝑜𝑛𝑒, and 𝑒𝑛 are used for intercommunication between 

control and processing units. As shown in figure 3-5 the 

input of the second block is raised by the first block, if 

second block is free then the control unit of the second 

block registers the data by rising𝑒𝑛 of the latch, and then 

the 𝐴𝑐𝑘 signal is raised to ensure the first block that it has 

accepted the data for processing. The control block of 

second block raises the 𝑠𝑡𝑎𝑟𝑡 signal for its processing unit; 

when the unit completes the given task (after some amount 

of time) the 𝑑𝑜𝑛𝑒 signal from processing unit goes high. 

In the same way processing progresses till last block 

reaches. The important and challenging task for the self-

timed circuit is to generate the done signal. A systematic 

way of detecting the end of the computationconsists of 

using a redundant encoding of the binary signals for 

different state or incident is as:  
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Each signal 𝑠 is represented by a pairs(𝑠1,𝑠0). According to 

the definition for normal operating conditions  

𝑖𝑓𝑠1=𝑠,ℎ𝑒𝑛𝑠0=𝑛𝑜𝑡(𝑠)𝑓or𝑟𝑒𝑠𝑒𝑡𝑠1=0,𝑠0=0.  

We can assume different value of signal as n𝑠1,2,...,𝑠𝑛. 

Each signal 𝑠𝑖 issubstituted by a pair ( 1𝑖 ,𝑠0𝑖 ). Then the 

done flag is computed as in eq. 3.  

 

 
Figure 2 Block diagram of asynchronous (Self-Timed) 

cascaded system 

 

3.2 Structure of Self-Timed Carry Look Ahead Adder 

 Self-Timed Carry Look Ahead Adders can be 

implemented by many ways but in our work we have used 

the dual-rail signaling [29] in input bits, sum bits, and carry 

bits, and by using one-hot code in the internal signals. The 

adder is designed using two basic modules: C and D, 

connected in a tree-like structure as shown in Figure 3-4. 

The equations of the C-module are defined as follows:  

 

 
 

 
 

Fig. 3 Tree-Structured Adder using C-Blocks and D-Blocks  

 

IV. SIMULATION AND RESULTS 
The VHDL simulation of the proposed multiplier is 

performed by using Xilinx ISE 14.4,and the simulation 

waveforms with other important findings are presented in 

this section. 

 
            Fig. 4 RTL of the Proposed Architecture  

 

Fig. 4 represent the Register Transfer Logic (RTL) view of 

our proposed architecture. It shows combine a view of all 

units of carry look ahead adder, Exponent adder and shifter 

and significant or mantissa multiplier.  

 

4.2 RTL of the Floating Point Multiplier 

 
Fig. 5 RTL view Floating Point Multiplier  

 

Fig. 5 represent the RTL view of our proposed Floating 

Point of multiplier. It illustrate complex connectivity 

between of individual sub-units for 32-bit configuration. It 

consist of multiple C-block and D-block unit as per design, 

 

4 .3 RTL of the Exponent and CLA Adder.  

Figure 5-3 represent the RTL view of our proposed 

Exponent and Carry look-ahead Adder. It illustrate the 

input bit configuration with output bit configuration named 

as A0 and A1. Here, A0 is used for Exponent adding and 

shifting with respect to bias bit requirement while A1 is 

used for Mantissa or Significant Multiplier and result as 

output. 

 
Fig.  6 RTL of Exponent and CLA adder 
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4.4 Multiplier Internal View  

Figure 5-4 represent the RTL internal view for multiplier. 

It illustrates a complex network of connection between 

each unit. As we are working for 32 Bit operation, it 

creates a huge connection within each sub-units, and 

furthermore, for 23 bits of mantissa or significant 

multiplier, individual groups of unit configured to form a 

network. 

 
        Figure 7 RTL Multiplier -Internal view  

 

4.5 Verification Test-Scenarios with different operand  

For verification of results we have performed multiple test 

with different combination of input. The multiple tests are 

executed on our simulated proposed architecture, as 

mentioned below.  

5.5.1 Evaluation of Multiplication  

𝑥=𝑐1900000=−18.000000                                            

𝑦=41180000=9.500000                     𝑧=𝑐32𝑏0000 

=−171.000000 

 
          Figure 8 Time Analysis for Multiplication 

 

5.5.2 Carry Adder  

𝑥=𝑑1900000=−77309411328.000000 

𝑦=42131000=36.765625 𝑧=𝑑4257200 

=−2842328825856.000000 

 
              Figure 9 Time Analysis for Carry Adder  

 

5.5.3 Multiplier  

𝑥=𝑎3450000  

𝑦 =111𝑐2000 

 𝑧=00000000 =0.000000 

 
Figure 10 Time Analysis for Multiplier 

 

5.5.4 Floating Point Multiplier  

𝑥=72431020=3863620534016228754993564352512.0000

00  

𝑦 =411𝑑2002=9.820314  

𝑧=73𝑒𝑓728𝑒 

=37941967598990390600068874895360.000000 

 
Figure 11 Time Analysis for 32 Bit Floating Point Adder 

 

𝑥=42431020=48.765747 36  

𝑦=611𝑑2002=181152826595722919936.000000 

𝑧=63𝑒𝑓728𝑒 =8834052737567199068160.000000 

 
     Figure 12 Time Analysis for Floating Point Adder   

 

On the base of the resource utilization numbers of the 

previous chapter we can estimate how much floating-point 

operations can be implemented in an FPGA design. For 

example, a 60 % utilization of a Xilinx 14.4 by pure 

arithmetic units with 32 bit significands allows for a 

maximum of unsigned adders or multiple . If all the 

operators of the target application fit into the FPGA then a 

direct pipelined approach is the fastest implementation. For 

formulas with floating-point operations this design style is 

appropriate.  

 
𝑥=𝑐2431829=−48.773594                                                  

𝑦=𝑐1169271=−9.410752  

𝑧=43𝑒57𝑓84 =458.996216 

 

 
Figure 13 Time Analysis for Sign Bit Floating Point Adder 
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Figure 14 Time Analysis for 32 bit Floating Point Adder 

 

In all the test scenarios, we give input to “x” and “y” and 

get output at “z”, which match with the desired scenario 

resultant output.  

Simulation results for 32 bit carry look ahead adder are 

shown below. Here two numbers A and B are taken third is 

input carry .These two numbers are 32 bit wide. 37 

Addition operations is performed on these two numbers 

which generate the result as sum and carry out. 

 

 
Figure 15 Carry Look Adder 

Carry adder 

 
 Figure 16 Binary Carry Look Adder Simulation 

 

Other signals like carry generation carry propagation and 

next carry will be generated. Sum is the addition of three 

numbers that is A, B and Ci _sum is the addition of two 

number. 

 
Figure 17 Output simulations of 32 bit carry look ahead 

adder 

 
Figure 18 Carry Look Adder in Hexa Simulation 

Test Bench b_cla_adder shows the result for the unsigned 

and signed adder operation 

 
Figure 19 Binary Test Bench Adder 

In our test plan successfully produced the expected output 

frequency testing of the first 32 bit carry adderTb_expo 

shows the simulation result of 32 bit carry adder 

 
Fig. 20 Exponantial Carry Look Adder  

 

 
Fig. 21 TB Behave  

 

 
Fig. 22 Floting 32 bit Adder  

 

Figure 23 Binary Exponantial Adder. 
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V. CONCLUSION AND FUTURE WORK 

Multiplication is the most important arithmetic operation in 

many applications . As speed is always constraint in the 

multiplication operation, hence increasing the speed is very 

important. The speed of the multiplier determines 

efficiency of the system. All the signal and data processing 

operations involve multiplication. In any system design, 

the three main constraints which determine the 

performance of the system are speed, area and power 

requirement. We have done designing of carry look ahead 

adder through Xillinx EDA tool with a comprehensive 

simulation testing with all aspects. We have a comparative 

different reports for time delay and power dissipation 

analysis with configuration report. As shown in table 1, 2 

and 3, multiplier with self-timed CLA shows much better 

results than with synchronous CLA. The Simulation result 

shows that multiplier with self-timed CLA takes less time 

to generate final product than with synchronous CLA 

because of worst case delay. Similarly, result shows about 

20% enhancement in power consumption in case of self-

timed CLAbased multiplier. Although our work presents 

architecture for self-timed 32 bit floating point multiplier in 

future, it can be extended for 64 bit multiplication. 
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