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Abstract 
 

Online Social Networks (OSNs) are today 

one of the most popular interactive medium to 

communicate, share, and disseminate a considerable 

amount of human life information. With this OSN 

each and every user communicates with one other 

who was located in different regions around the 

world.Eventhough the social network is gaining its 

popularity in usage by various OSN users, the major 

problem that was faced by OSN user is the ability to 

control the message content posted on their own 

private space to avoid that unwanted content is 

displayed. Now a days a lot of users are posting very 

rude messages on their private walls and even post 

the same on others wall. To solve this problem, in 

this paper, we have proposed a very new filtering 

protocol allowing all participating OSN users to 

have a direct control on the messages posted on their 

walls. This protocol was implemented by using 

automatic identification of un-parliamentary words 

from the total message by using a Machine Learning 

(ML) based soft classifier algorithm which labels the 

messages into blocked content based on the 

category. 

 

Keywords 
 

Machine Learning, Soft Classifier, 

Filtering Protocol, Private OSN Wall 

 

 

1. Introduction         
 

Online Social Networks (OSNs) [1] are 

becoming day by day one of the most familiar 

interactive medium to communicate, share, and 

disseminate a considerable amount of human life 

information. In Online Social networks, information 

filtering can also be used for a different, more 

sensitive, purpose. This is due to the fact that in 

OSNs there is the possibility of posting or 

commenting other posts on particular public/private 

areas, called in general walls. Information filtering 

can therefore be used to give users the ability to 

automatically control the messages written on their 

own walls, by filtering out unwanted messages. 

 

For example as per the Facebook statistics 

[4] what we have conducted we observed average 

user creates 150 pieces of content each month, 

whereas more than 70 billion pieces of content are 

shared each month. The huge and dynamic character 

of these data creates the premise for the employment 

of web content mining [2],[3] strategies aimed to 

automatically discover useful information dormant 

within the data.  

 

In this paper, our main work is therefore to 

propose and experimentally evaluate an automated 

message filtering system, called as Filtered Wall 

(FW), which is able to filter unwanted messages 

from OSN user walls. We exploit a new Machine 

Learning (ML) text categorization techniques [5] to 

automatically assign with each short text message a 

set of categories based on its posted content. 
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The major efforts in building a robust 

short text classifier (STC) are concentrated in the 

extraction and selection of a set of characterizing 

and discriminant features. The solutions investigated 

in this paper are an extension of those adopted in a 

previous work by us [5] from which we inherit the 

learning model and the elicitation procedure for 

generating pre classified data. The original set of 

features, derived from endogenous properties of 

short texts, is enlarged here including exogenous 

knowledge related to the context from which the 

messages originate. As far as the learning model is 

concerned, we confirm in the current paper the use 

of neural learning which is today recognized as one 

of the most efficient solutions in text classification 

[4]. 

 
To the best of our knowledge, this is the 

first proposal of a system, which automatically filter 

unwanted message content from OSN user walls on 

the basis of both message content and the message 

creator relationships and characteristics. The current 

paper substantially extends [5] for what concerns 

both the rule layer and the classification module. 

Major differences include, a different semantics for 

filtering rules to better fit the considered domain, an 

online setup assistant (OSA) to help users in FR 

specification, the extension of the set of features 

considered in the classification process, a more deep 

performance evaluation study and an update of the 

prototype implementation to reflect the changes 

made to the classification techniques. 

 

2. Background Knowledge  
 

        In this section we will describe the assumptions 

and background knowledge that is used for 

developing this new message filtering protocol.  

 

2.1 Main Motivation 

 
The main motivation of this current paper 

is to design a system which provides customizable 

content-based message filtering for OSNs, based on 

Machine Learned Techniques. As we have already 

discussed out in the introduction, to the best of our 

knowledge, we are the first proposing such kind of 

novel application for OSN networks. However, our 

proposed work has collaborative relationships both 

with the state of the art in content-based filtering, as 

well as with the field of policy-based personalization 

for OSNs and, more in general, web contents. 

 

2.2 Content-Based Filtering Model 

(CBFM) 

Information filtering systems are the 

systems which are designed to classify a stream of 

dynamically generated information dispatched 

asynchronously by a two or more than different 

users likely to satisfy their requirements [6].In 

CBFM, each and every user is assumed to operate 

independently. As a result, a CBFM system  always 

selects information items based on the correlation 

between the content of the items and the user 

preferences as opposed to a collaborative filtering 

system that chooses items based on the correlation 

between people with similar preferences [7], [8]. 

While EMAIL service  was the original domain of 

previous  work on information filtering, several  

papers have addressed diversified domains including 

newswire articles, Internet “news” articles, and 

broader network resources [9], [10], [11]. As the 

information filtering is always done on text type of 

data, it may also come under text classification 

mechanism. 

 

In contrast to the above statement, authors 

like [13] Golbeck and Kuter proposed an 

application, called A Film Trust that exploits OSN 

trust relationships and provenance information to 

personalize access to the website, but failed to 

provide a filtering mechanism separately to decide 

or restrict some un authorized messages. In contrast, 

our filtering policy language allows the setting of 

FRs according to a variety of criteria, which do not 

consider only the results of the classification process 

but also the relationships of the wall owner with 

other OSN users as well as information on the user 

profile. Moreover, our system is complemented by a 

flexible mechanism for BL management that 

provides a further opportunity of customization to 

the filtering procedure. 

3. Message Filtering Protocol 

Architecture 
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       In this paper we are going to implement 

filtered wall architecture in any OSN. The 

architecture in support of OSN services is a three-

tier structure (as shown in Figure. 1). 

 

 
 

Figure. 1. Filtered wall conceptual architecture 

and the flow messages 
 

1. The first layer or top layer  is called  as 

Social Network Manager Layer (SNML),  

which is used to provide the basic OSN 

functionalities (i.e., It maintains Profile 

Management Details as Well as 

Relationship Details) 

 

2. The second layer or middle layer provides 

the support for External Social Network 

Applications (ESNAs). 

3. The third layer or last layer  will be used 

in turn to provide Graphical User 

Interfaces (GUIs) support. According to 

this reference architecture, the proposed 

system is placed in the second and third 

layers. 

 
In particular, users interact with the system by 

means of a GUI to set up and manage their FRs/BLs. 

Moreover, the GUI provides users with a FW, that 

is, a wall where only messages that are authorized 

according to their FRs/BLs are published. 

 

From the Figure .1 we can clearly get any 

idea pictorially about the Filtered wall architecture 

of any OSN, the path followed by a message, from 

its writing to the possible final publication can be 

summarized as follows: 

 

1. After an OSN user Successful login he/she enters 

the private wall of one of his/her contacts, the user 

tries to post a message, which is intercepted by a 

FW. 

 

2. A ML-based text classifier method extracts data 

about data from the content of the message. 

 

3. FW uses data about data provided by the 

classifier, together with data extracted from the 

social graph and users „profiles, to enforce the 

filtering and BL rules. 

 

4. Depending on the result of the previous step, the 

message will be published or filtered by FW. 

 

4. System Architecture 

Diagram 

 
A further component of our system is a 

BL mechanism to avoid messages from undesired 

creators, independent from their contents. BLs are 

directly managed by the system, which should be 

able to determine who are the users to be inserted in 

the BL and decide when users retention in the BL is 

finished. To enhance flexibility, such information is 

given to the system through a set of rules, hereafter 

called Black List rules. This architecture flow was 

clearly shown in figure 2. 
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                             Figure. 2. System Flow Diagram 
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5. Short Text Classifier 

Algorithm 

 
Short Text Classifier algorithm is mainly 

used for text categorization, which is a methodology 

of Machine learning models. This was used in our 

proposed application in order to categorize the user 

message into stems and identify if there are any 

filtered content available in the message that was 

passed by the OSN user which is clearly shown in 

figure 3. 

 
Our research study is aimed at designing 

and for evaluating various representation techniques 

in combination with a neural learning strategy to 

semantically categorize short texts. From a Machine 

Learning based mechanism, we  classify  the task by 

defining a hybrid  two-level strategy assuming that it 

is better to identify and eliminate “neutral” 

sentences, then classify “non-neutral” sentences by 

the class of interest instead of doing everything in 

one step.  

 

 
 

    Figure. 3. Short Text Classifier Algorithm 

 

This choice is mainly motivated by related 

proposed work showing advantages in classifying 

text and/or short texts using a hierarchical strategy 

[14]. The first-level problem is named as a hard 

classification problem in which short texts are 

labeled with crisp of two names like Neutral words 

and Nonneutral words. The second-level soft 

classifier acts on the crisp set of nonneutral short 

texts and, for each of them, it “simply” produces 

estimated appropriateness or “gradual membership” 

for each of the conceived classes, without taking any 

“hard”decision on any of them. Such a list of grades 

is then used by the subsequent phases of the filtering 

process. 

 

6. Implementation Modules  

 
Implementation is the stage where the 

theoretical design is automatically converted into 

practically by dividing this into various modules. 

We have implemented the current application in 

Java Programming language with Front End as 

JSP,HTML and Back End as MYSQL data base. 

Our proposed application is divided into following 5 

modules. They are as follows: 

 

1. OSN User Registration Module 

 

2. OSN User Authentication 

Module 

 

3. Admin adds Filtering Words 

Module 

 

4. Online Setup Assistant for FRs 

Threshold  Module 

 

5. Blacklist Module 

 

1. OSN User Registration Module 

 
In order to participate in OSN network 

communication each and every OSN user should 

register first for getting a valid username and 

password. So in this module all the OSN users 

register for getting a valid username and password 

for login into their walls. 

 
2. OSN User Authentication Module 

 
In this module all the registered OSN 

users will try to enter into their individual private 

walls by giving their valid username and password 

what they have entered while registration process. If 

the user enters valid username and password, he/she 

can enter into their account and validation and 

authentication is success at that time. If the details 

are wrong then user can\t participate in 

communication. 
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3. Admin Adds Filtering Words 

Module 

 
          In this module the admin for this new OSN 

message filtering Protocol adds a several un-

parlimentary words into the database table which 

holds the words based on category we choose. For 

example if we place the word like “Stupid” in the 

category to Vulgar.If the user who used the same 

word while communication, he gets reply as Stupid 

comes under communication layer. 

4. Online setup assistant for FRs 

thresholds Module 

   

We address the problem of setting 

thresholds to filter rules, by conceiving and 

implementing within FW, an Online Setup Assistant 

procedure. OSA presents the user with a set of 

messages selected from the dataset. The collection 

and processing of user decisions on an adequate set 

of messages distributed over all the classes allows 

computing customized thresholds representing the 

user attitude in accepting or rejecting certain 

contents. A certain amount of non-neutral messages 

taken from a fraction of the dataset and not 

belonging to the training/test sets, are classified by 

the ML in order to have the second level class 

membership values. 

5. Blacklists Module 

       

A Blacklist mechanism avoids messages 

from undesired creator‟s independent from their 

contents. We decide to let the users themselves to 

specify BL rules regulating who has to be banned 

from their walls and for how long according to their 

profiles as well as their relationships in the OSN. 

More precisely, among possible information 

denoting users‟ bad behavior we have focused on 

two main measures. The first is related to the 

principle that if within a given time interval a user 

has been inserted into a BL for several times. In 

contrast, to catch new bad behaviors, we use the 

Relative Frequency that let the system be able to 

detect those users whose messages continue to fail 

the FRs. The two measures can be computed either 

locally or globally.Another new component of our 

proposed system is a BL mechanism to avoid 

messages from undesired creators, independent from 

their contents. BLs is directly managed by the 

system, which should be able to determine who are 

the users to be inserted in the BL and decide when 

user‟s retention in the BL is finished. To enhance 

flexibility, such information is given to the system 

through a set of rules, hereafter called BL rules. 

Such rules are not defined by the SNMP; therefore, 

they are not meant as general high-level directives to 

be applied to the whole community. Rather, we 

decide to let the users themselves, i.e., the wall‟s 

owners to specify BL rules regulating who has to be 

banned from their walls and for how long. 

Therefore, a user might be banned from a wall, by, 

at the same time, being able to post in other walls. 

 

7. Conclusion 

 
In this paper, we have presented a system to filter 

undesired messages from OSN walls. The system 

exploits a ML soft classifier to enforce customizable 

content-dependent FRs. To the best of our 

knowledge, this is the first proposal of a system to 

automatically filter unwanted messages from OSN 

user walls on the basis of both message content and 

the message creator relationships and characteristics. 

The current paper substantially extends  for what 

concerns both the rule layer and the classification 

module. The experiments we have carried out show 

the effectiveness of the developed filtering 

techniques. In particular, the overall strategy was 

experimentally evaluated numerically assessing the 

performances of the ML short classification stage 

and subsequently proving the effectiveness of the 

system in applying FRs. Finally, we have provided a 

prototype implementation of our system having 

Facebook as target OSN, even if our system can be 

easily applied to other OSNs as well. 
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